**COVID-19 FUTURE FORECASTING USING SUPERVISED MACHINE LEARNING MODELS**

**ABSTRACT**

Machine learning (ML) based forecasting mechanisms have proved their significance to anticipate in perioperative outcomes to improve the decision making on the future course of actions. The ML models have long been used in many application domains which needed the identification and prioritization of adverse factors for a threat. Several prediction methods are being popularly used to handle forecasting problems. This study demonstrates the capability of ML models to forecast the number of upcoming patients affected by COVID-19 which is presently considered as a potential threat to mankind. In particular, four standard forecasting models, such as linear regression (LR), least absolute shrinkage and selection operator (LASSO), support vector machine (SVM), and exponential smoothing (ES) have been used in this study to forecast the threatening factors of COVID-19. Three types of predictions are made by each of the models, such as the number of newly infected cases, the number of deaths, and the number of recoveries in the next 10 days. The results produced by the study proves it a promising mechanism to use these methods for the current scenario of the COVID-19 pandemic. The results prove that the ES performs best among all the used models followed by LR and LASSO which performs well in forecasting the new confirmed cases, death rate as well as recovery rate, while SVM performs poorly in all the prediction scenarios given the available dataset.

INTRODUCTION

MACHINE learning (ML) has proved itself as a prominent field of study over the last decade by solving many very complex and sophisticated real-world problems. The application areas included almost all the real-world domains such as healthcare, autonomous vehicle (AV), business applications, natural language processing (NLP), intelligent robots, gaming, climate modeling, voice, and image processing. ML algorithms’ learning is typically based on trial and error method quite opposite of conventional algorithms, which follows the programming instructions based on decision statements like if-else [1]. One of the most significant areas of ML is forecasting [2], numerous standard ML algorithms have been used in this area to guide the future course of actions needed in many application areas including weather forecasting, disease forecasting, stock market forecasting as well as disease prognosis. Various regression and neural network models have wide applicability in predicting the conditions of patients in the future with a specific disease [3]. There are lots of studies performed for the prediction of different diseases using machine learning techniques such as coronary artery disease [4], cardiovascular disease prediction [5], and breast cancer prediction [6]. In particular, the study [7] is focused on live forecasting of COVID-19 confirmed cases and study [8] is also focused on the forecast of COVID19 outbreak and early response. These prediction systems can be very helpful in decision making to handle the present scenario to guide early interventions to manage these diseases very effectively. This study aims to provide an early forecast model for the VOLUME 4, 2016 1 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/. This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2020.2997311, IEEE Access Author et al.: Preparation of Papers for IEEE TRANSACTIONS and JOURNALS spread of novel coronavirus, also known as SARS-CoV-2, officially named as COVID-19 by the World Health Organization (WHO) [9]. COVID-19 is presently a very serious threat to human life all over the world. At the end of 2019, the virus was first identified in a city of China called Wuhan, when a large number of people developed symptoms like pneumonia [10]. It has a diverse effect on the human body, including severe acute respiratory syndrome and multi-organ failure which can ultimately lead to death in a very short duration [11]. Hundreds of thousands of people are affected by this pandemic throughout the world with thousands of deaths every coming day. Thousands of new people are reported to be positive every day from countries across the world. The virus spreads primarily through close person to person physical contacts, by respiratory droplets, or by touching the contaminated surfaces. The most challenging aspect of its spread is that a person can possess the virus for many days without showing symptoms. The causes of its spread and considering its danger, almost all the countries have declared either partial or strict lockdowns throughout the affected regions and cities. Medical researchers throughout the globe are currently involved to discover an appropriate vaccine and medications for the disease. Since there is no approved medication till now for killing the virus so the governments of all countries are focusing on the precautions which can stop the spread. Out of all precautions, "be informed" about all the aspects of COVID-19 is considered extremely important. To contribute to this aspect of information, numerous researchers are studying the different dimensions of the pandemic and produce the results to help humanity. To contribute to the current human crisis our attempt in this study is to develop a forecasting system for COVID-19. The forecasting is done for the three important variables of the disease for the coming 10 days: 1) the number 0f New confirmed cases. 2) the number of death cases 3) the number of recoveries. This problem of forecasting has been considered as a regression problem in this study, so the study is based on some state-of-art supervised ML regression models such as linear regression (LR), least absolute shrinkage and selection operator (LASSO), support vector machine (SVM), and exponential smoothing (ES). The learning models have been trained using the COVID-19 patient stats dataset provided by Johns Hopkins. The dataset has been preprocessed and divided into two subsets: training set (85% records) and testing set (15% records). The performance evaluation has been done in terms of important measures including R-squared score (R2 score), Adjusted R-squared Score (R2 adjusted), mean square error (MSE), mean absolute error (MAE), and root mean square error (RMSE). This study has some key findings which are listed below: • ES performs best when the time-series dataset has very limited entries. • Different ML algorithms seem to perform better in different class predictions. • Most of the ML algorithms require an ample amount of data to predict the future, as the size of the dataset increases the model performances improve. • ML model based forecasting can be very useful for decision-makers to contain pandemics like COVID-19. The rest of the paper consists of six sections. Section I presents the introduction, section II contains the description of the dataset and methods used in this study. Section III presents the methodology, section IV presents the results, and section V summarizes the paper and presents the conclusion.

**Existing System:**

The existing system for forecasting COVID-19 cases typically relies on traditional statistical models and basic predictive techniques. Many countries and health organizations use epidemic models such as SEIR (Susceptible-Exposed-Infectious-Recovered) or simple curve-fitting methods to forecast trends. However, these models often fail to capture the complex, multifactorial nature of pandemic progression, as they might not account for various dynamic factors such as regional lockdowns, population behavior, and vaccination rates. Therefore, they lack the flexibility and accuracy required for precise forecasting in rapidly changing scenarios like COVID-19.

**Proposed System:**

In this study, the proposed system leverages machine learning models to improve the forecasting of COVID-19 trends. The system uses four standard ML-based forecasting models—Linear Regression (LR), Least Absolute Shrinkage and Selection Operator (LASSO), Support Vector Machine (SVM), and Exponential Smoothing (ES)—to predict key factors such as the number of newly infected cases, deaths, and recoveries for the next 10 days. This system aims to harness the strength of machine learning to adapt to more complex patterns in the data, offering better predictive accuracy than traditional models. The use of these multiple models allows for a comparative analysis to determine which models perform best in different scenarios.

**Conclusion:**

The study concludes that machine learning models, especially Exponential Smoothing (ES), can be highly effective in forecasting COVID-19 cases. The results show that ES outperforms the other models in predicting the new confirmed cases, death rates, and recovery rates, proving to be the most promising method. LR and LASSO also perform well, providing reliable forecasts for new infections and death rates, whereas SVM performs poorly across all predictions due to the limitations posed by the available dataset. Overall, the study demonstrates the potential of machine learning-based forecasting mechanisms in improving decision-making during the ongoing COVID-19 pandemic.
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